
Optimization Modeling and Verification 
from Problem Specifications using a 
Multi-agent Multi-stage LLM Framework

Mahdi Mostajabdaveh1, Timothy TL Yu1, Rindra 
Ramamonjison1, Giuseppe Carenini2, Zirui Zhou1, and Yong 
Zhang1

1. Huawei Technologies Canada
2. University of British Columbia

NL2OPT Task definition 
Translating natural language descriptions into optimization models (NL2OPT for short)

● Input: Problem description in natural language, whether structured or unstructured.
● Output: Mathematical formulation in LaTeX or modeling code.

Please see an example of our dataset in the following section.

Multi-agent LLM framework 

Relations Identifier: 
Identifies the parameters and 
variables that should participate in 
the expression of each constraint 
or objective.

Figure 1: How the LLM agents interacting with each other . 

1. Operations Research (OR) improves efficiency in many fields but is 

hindered by its time-consuming and complex nature. 

2. OR projects need specialists to transform problem details into 

mathematical models and then code, which is stored in two formats:

3. Can Large Language Models (LLMs)  translate natural language 

descriptions of an optimization problem into an optimization model 

(NL2OPT) ? 

Our contribution :
- Novel multi-agent modeling framework that 

- leverages relations identifier agents 
- multi-agent verification mechanism, 
- Independent from optimization solvers execution.

-  Straightforward and practical evaluation framework
- Test and evaluate different LLM prompting approaches, providing 

insights about their effectiveness in enhancing accuracy

Introduction

Conclusion and Discussion

LLMs have better accuracy when they have a comprehensive 
view of the optimization problem 
In the MULTI-TURN method, we provide only one specification to the LLM at a time, 
limiting its ability to perceive the optimization problem in its entirety, which in turn 
affects accuracy.

Using several task-specific LLM verifiers with a feedback 
mechanism can increase accuracy
The difference between the third and second rows in Table 4 illustrates that having 
specialized verifiers can significantly enhance the accuracy of NL2OPT for more complex 
model components (e.i., objectives and constraints).

● Our framework can be enhanced to focus on generating not only accurate but also 
efficient optimization models, moving beyond merely ensuring correctness which can be 
achieved by training models to determine which generated optimization models are 
suitable for generic optimization solvers. 

● Additionally, our dataset can be expanded to encompass more complex optimization 
problems or to have more ambiguous problem descriptions as input.
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Structured Input Significantly Impacts Accuracy
This improvement can be attributed to the structured nature of problem specifications, 
Notably, this achievement is realized even though the specifications exclude mathematical 
symbols, explicit OR keywords, problem names, and are tailored to specific contexts.

We compare our approach on 70 real-world optimization problem with 
prompting LLMs directly with popular prompting approaches . 

Experimental results

Problem Specification

Consistency Verifier: 
Checking the consistency of the 
generated model. 

Relations Verifier: 
Use the relations extracted by the 
identifier to check the generated 
model.

Indices Verifier: 
Ensuring that the logical structure 
of constraints is sound and the 
indices are correct.

Meaning Alignment Verifier:
Verifying that the generated 
objectives and constraints align 
with the natural language input.

NL2OPT Difficulty Criteria 

Our Dataset

To evaluate the generated mathematical model and code we proposed a mutli 
step human involved  evaluation
● Step1 : Embadening based model component matching

● Step2: Embadening based model expression matching

● Step3: Manual evaluation : The components that are flagged for inequality or 
parsing issues are passed to a human expert for review. 

● Evaluation metric: Component based F1 Score 

Evaluation Pipeline

● Elements:These encompass the actors within the system
● Data Parameters: Related elements and define the input data to the system.
● Decision Activities: These are direct actions within the system requiring decision-making, associated with specific entities.
● Calculations: Representing auxiliary variables in optimization problems, calculations derive their values from other decisions.
● Objective Criterion: Outlines the goal or metric to be minimized or maximized by the business owner.
● Requirements: These are the regulations or limitations that must be adhered to in the optimization problem, defining the 

conditions for an acceptable solution.

Dataset contains 70 instances design and verified by OR experts

Description Abstraction
● No problem name,
● No OR jargon,
● No numerical value,
● No math symbols
● Specific Context

Complexity of the Mathematical Model

● LP, MILP, QP
● Numbers of Set and Variable  <= 5
● Number of Parameters and constraints <= 8
● Covering 15 application domain
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