Introduction

1. Operations Research (OR) improves efficiency in many fields but is
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hindered by its time-consuming and complex nature.
OR projects need specialists to transform problem details into

mathematical models and then code, which is stored in two formats:
Can Large Language Models (LLMs) translate natural language

descriptions of an optimization problem into an optimization model
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- leverages relations identifier agents
- multi-agent verification mechanism,
- Independent from optimization solvers execution.
- Straightforward and practical evaluation framework
- Test and evaluate different LLM prompting approaches, providing
insights about their effectiveness in enhancing accuracy
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NL2OPT Task definition

Translating natural language descriptions into optimization models (NL2OPT for short)

NL2OPT Difficulty Criteria

e Input: Problem description in natural language, whether structured or unstructured. Problem Description | Modeling Complexity
o Output: Mathematical formulation in LaTeX or modeling code. Characteristics Description | Characteristics Description
. . . Whether explicitly mentioning the name of a o _ Whether if variables or parameters
Please see an example of our dataset in the following section. Problem Name known optimization problem. Individual Variables  are defined individually
Whether all the sets, parameters, variables, constraints
T " = All C ts and objectives are defined explicitly Sets Whether sets ired t del th bl
- Description i O Problem Specifications ~ /# —y Model Code in Zimpl ~ omponents srith keywords ldentlfylng e, etls etner sets are required 0 modae € proolem

Due to the recent surge in COVID-19 cases centered | |, get of subway stations : :
around Yellow Park, as the city's transportation | |, get of subway routes each connecting two set STATION; C b Whether the relationship between the model Number of variables The number of variables types and
manager, you have been asked to create a plan. The sequential stations ## Set of subway routes each connecting two sequential stations omponents Relatlons - components are defined explicitly. and parameters parameters in the model

Circle Plaza station, a bustling hub close to multiple « The cost to shut down a subway route set ROUTE[STATION, STATION]; Whether implicit model components such as

## Set of subway stations

tourist attractions, is a region at risk of becoming a . _ # Parameters: 5.4 . < Fenarita ; ; :
super-spreader site due {qo its high amount of %ot » Decision to close a specific subway route ## The cost to shut down a subway route Implicit components C?écclilel?itrllzgseancli'SF:lllci)li“ril)fOHStralnts Number of constraint The number of constraint types in the model
: : i i . a xplici :
traffic. To prevent the spread of the virus from Yellow t[))etvslle.en ? palrl o(l;statlons e it e oy zaCZTi:EfZSOUTE] ’ S— dp 4 Whether th PR T
Park to the Circle Plaza station, the city has decided to | | ® Y€cISion 1o Include a speciiic station Iin the se i - : . ‘ y ether the data parameters et o0 ether the model 1s single objective
temporarily shut down some subway lines. This was | | ©f stations remain connected to Yellow Park er;ﬁSﬂ?EJtﬁﬁﬁ;?? ¥ SRS T SEa I 60 WA Data Abstraction and sets have explicit numerical values or not. Number of objectives o multi-objective.
. H b
proposed to ensure that no subway route exists St?t!or? . ## Decision to include a specific station in the set of stations remain connected to Whether there are conditions on indices
between Yellow Park and Circle Plaza. While public | | * Minimize the cost of closing subway routes to || vellow Park station Math symbols Whether math symbols are used in the description Indices with condition  for constraints and summations.
health is important, shutting down subway lines has its make sure that people cannot travel by subway | | var Y[STATION] binary; Constraints that define the logical relati
repercussions. There is an impact on city finances. between Yellow Park and Circle Plaza. # Objective: : % : - : - rainte onstraints that define the logical relations
S;:E)ecifically impacting ticket psales sta},ffing and| | e« The Yellow Park station (the Source) is e oMo ol M i ol it e M B o LR e e Rmgens S o L s e g Seie ieonyminty between variables
: ' ' ’ s : ; : by subway between Yellow Park and Circle Plaza. Whether the description is eeneric or
operational costs. Therefore, you need to make a definitely included in the set of stations on the minimize obj: sum <i, j> 1in ROUTE do cost[i, j] * Z[i, j1; Generic or Speciﬁc - v p S8
decision that ensures public safety while also being Yellow Park station side, and Circle Plaza i Consteatmn: have a specific context
economically feasible. You have estimated the station (the Sink) is not. ## The Yellow Park station (the Source) is definitely included in the set of stations ] ] o o ) ) . o
financial impact associated with closing each track.| |, |f the sub te bet t if on the Yellow Park station side, and Circle Plaza station (the Sink) is not. Table 1: Criteria for categorizing Optimization problem for NL2OPT task input respect to the description ambiguity and mod-
, AR : e subway route between two specific . ; 3
Your task is to identify which subway routes to shut : - . subto source_sink: Y[first(STATION)] - Y[last(STATION)] >= 1; . .
ST ; : stations is closed, then the head station must iy - . eline complexit
down, minimizing the overall costs, while ensuring that ) ) _ ## If the subway route between two specific stations is closed, then the head g P y
el ittt B e e s be included in the set of stations on the Yellow || station must be included in the set of stations on the Yellow Park side and the tail
Park and the Circle P y y Park side and the tail station is not. station is not.
\ar an e Lircle rlaza. \_ / \subto route_cut: forall <(i, j)> in ROUTE do Z[i, j] - Y[i] + Y[j] >= 0; )

Our Dataset

Dataset contains 70 instances design and verified by OR experts

Problem Specification

Elements:These encompass the actors within the system

Data Parameters: Related elements and define the input data to the system.

Decision Activities: These are direct actions within the system requiring decision-making, associated with specific entities.
Calculations: Representing auxiliary variables in optimization problems, calculations derive their values from other decisions.
Objective Criterion: Outlines the goal or metric to be minimized or maximized by the business owner.

Requirements: These are the regulations or limitations that must be adhered to in the optimization problem, defining the
conditions for an acceptable solution.

Description Abstraction

No problem name,
No OR jargon,

No numerical value,
No math symbols
Specific Context

Complexity of the Mathematical Model

LP, MILP, QP

Numbers of Set and Variable <=5

Number of Parameters and constraints <= 8
Covering 15 application domain

Multi-agent LLM framework Evaluation Pipeline

Repeat for each Specification

To evaluate the generated mathematical model and code we proposed a mutli
i ot step human involved evaluation
Identifies the parameters and Vanablos o he Relation identifier SEacTicaioe e Stepl: Embadening based model component matching

Objective Criterion

variables that should participate in iy dentifes parameters and e

variables related to the given
constraint or objective

the expression of each constraint | e Step2: Embadening based model expression matching
or objective. &\gg,egate

Consistency Verifier: .denﬁf}d e Step3: Manual evaluation : The components that are flagged for inequality or

checking the consistency of the Relations parsing issues are passed to a human expert for review.

Panel of formulation verifiers
generated model.

Relations Identifier:

® Evaluation metric: Component based F1 Score

Consistency Relations Verifier

Relations Verifier: T Verifier

= t —B Checking the consistency extracted are imposed
emem of the generated model

Use the relations extracted by the g

Modeler Agent Mathematical g °
identifier to check the generated g covton sty [—>forston vorfiers scores EXPerlmental reSUItS

Calculation optimization problem to ay LaTex

Checking relations

Aggregate the

optimization model in LaTex

Objective Criterion

m O d e I . Requirements

Meaning

Shecking neicesvecam || Aignment Verifier We compare our approach on 70 real-world optimization problem with

universal quantifiers and Checking objectives and

Indices Verifier: SR prompting LLMs directly with popular prompting approaches .

Verifiers reasons for their

Ensuring that the logical structure scores are passed | P\N

: : to Modeler as feedback
of constraints is sound and the
indices are correct Yes Strategy Multi-turn ~ Spec input  Desc input ~ Set ~ Param  Var Obj;  Constraint  Avg

DN DN
DESC2MODEL v 0.821 0.633 0448 0200  0.108  0.529

Final Model Code Reviewer Model Code Code Converter

. . . . Cgld:plln Checkthezgzplsynt?xagd in Zimpl Translgteséhel_laTedeodel SPEC2MODEL 1.000 0889 0.829 0586 0472 0747
Meaning Alignment Verifier: e o MULTI-TURN 1.000 0.832 0.770 0.500 0426  0.712

Verifying that the generated Resson for refishion | MULTI-TURN + DESC 1.000 0.893 0.789 0.600 0.458 0.751
. . . . is passed to Code MULTI-TURN + SPEC 1.000 0.881 0.789 0.571 0.463 0.746
objectives and constraints align Covetienasioatback OUR APPROACH 1000 0873 078 0804  0.689  0.808

with the natural language input. Figure 1: How the LLM agents interacting with each other .

Indices Verifier

Component Exact-match Accuracy

Limitation and Future Work

e Our framework can be enhanced to focus on generating not only accurate but also

Structured Input Significantly Impacts Accuracy efficient optimization models, moving beyond merely ensuring correctness which can be
This improvement can be attributed to the structured nature of problem specifications, achieved by training models to determine which generated optimization models are

Notably, this achievement is realized even though the specifications exclude mathematical suitable for generic optimization solvers.
symbols, explicit OR keywords, problem names, and are tailored to specific contexts. e Additionally, our dataset can be expanded to encompass more complex optimization

problems or to have more ambiguous problem descriptions as input.

Conclusion and Discussion

LLMs have better accuracy when they have a comprehensive

view of the optimization problem

In the MULTI-TURN method, we provide only one specification to the LLM at a time,
limiting its ability to perceive the optimization problem in its entirety, which in turn

affects accuracy. Refe rences
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